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ABSTRACT

Instrumental variables estimation carprinciple, avoid biases that ordinary least
squares estimation suffers when explanatory vasabte correlated with the
disturbances. Finding appropriate instrumentsalsadlenge. This paper uses nine
recently published empirical papers to illustrateraplary practices in IV estimation.
Nine strategies for avoiding bad instruments (thameelated with the disturbances), as
well as recently developed best practices for appiith weak instruments (those little
correlated with the troublesome explanatory vaegkdre summarized and illustrated.
The ugly interpretive perils posed by heterogenaitggents’ behavioral responses to a
troublesome explanator are also described andraliesl. All procedures recommended
in the paper can be implemented using existing canas (some of them quite newly
constructed) for one or more standard economeaic&ages.

! Daron Acemoglu, Josh Angrist, Manuel Arellano, Bill BeckDenise DiPasquale, Jerry Hausman, Jim
Heckman, Simon Johnson, Peter Kennedy, Jeff Kling, MaMeleira, Jack Porter, Carl Schwinn, and
Jim Stock have provided helpful comments on the papamawle. Janet Currie, Carolyn Hoxby, Larry
Katz, and Motohiro Yogo have helped me accurately portraywhek. | am grateful to Vaibhav Bajpai
for able research assistance.
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Archimedes said "Give me a place to stand and @ émough lever and | can
move the world." Finding the place to stand was;afrse, the hard part. So it is with
economists' popular lever, the instrumental vaeigbl) estimator. Where do we find a
variable that is correlated with a specific trogolee explanator and not with the
disturbance term? How do we know when we have saszbor failed in this quest? This
article reports how a number of careful econonhisige tried to avoid bad instruments
(those correlated with the disturbances), weakunstnts (those too little correlated with
the troublesome explanator), and ugly instrumehissg that yield results uninformative
about what we are interested in). Collectivelyjrte&orts provide the rest of us with a
guide to instrumental variables estimatfon.

This article discusses the findings and methodsra published studies which |
chose for their important topics and because tlfiey tlustrations of exemplary
econometric practices. The substantive economsofesof these studies highlight how
much leverage good instruments can give us in wraay how the economic world
works. Section 1 of this paper reviews the instmisi¢hese economists devised to obtain
consistent estimates of economic parameters akeisite

Textbooks have long underscored that valid instnimmust be uncorrelated
with the disturbances. Concerns about the adversgequences of using weak
instruments have become prominent more recentlgaas concerns about the proper
interpretation of instrumental variables estimagextions 2, 3, and 4 of this paper
describe how bad instruments, weak instrumentspghdinstruments can make 1V
estimation a poor empirical choice, and illustfadg such perils might be avoided.

To anticipate what is to come, current good pradticusing an instrumental variable
has seven steps (all of which can be executedomi¢hor more existing econometrics
packages):

I.  Check the significance and estimated signs ofrtguments in the troublesome
variable’s reduced form and in the dependent virisibeduced form for
consistency with the instrument’s rationale.

i.  Avoid bad instruments. Build a case for the vajidif the instrument, using the
nine strategies described and illustrated below.

iii.  Testfor a weak instrument using Stock-Yogo criticgdues (Stock and Yogo
(2004)). If weakness is not rejected, proceedvp [i weakness is rejected, either
turn to 2SLS or, preferably, proceed to (iv).

iv.  Conduct hypothesis tests using the conditionalihked ratio (CLR) test
(Moreira (2003)) or its robust variants.

v.  Build confidence intervals based on the CLR testsorobust variants.

2 For an introductory modern treatment of IV estimation,\egay (2006), Chapter 13, or Stock and
Watson (2003), Chapter 10.

® When instruments are weak and there are multiple trouhkesaplanators, the CLR test is not
appropriate when testing a hypothesis about just a subgetsaf coefficients. In this case, all known tests
suffer size distortions, and which is the best procedurekeown. A similar caveat applies to building
confidence intervals.
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vi.  Obtain point estimates using Fuller’s estimatorhai= 1 or 4 (Fuller (1977))
rather than using 2SLS.

vii.  Interpret the IV results with care. Know whose babayour instrument
identifies.

Each of these steps is described and illustrateshvb&hey serve well as long as the
estimated equation’s degree of over-identificat®low relative to the sample size.

1. Choosing Promising I nstruments

Ordinary Least Squares (OLS) is inconsistent wdreor more explanators in a
regression are contemporaneously correlated wethelgression’s disturbances. A
regression’s explanators can be correlated witllisterbances because of an omitted
explanator, a mis-measured explanator, an endogenqalanator, or a lagged dependent
variable among the explanators. | call all sucHaxgtors “troublesome”. IV estimation
can consistently estimate regression parametepstedoublesome explanators.

In the past fifteen years or so, economists haeetea considerable attention to
finding suitable instrumental variables for a widgiety of analyses. The nine IV
analyses | summarize here tackle substantive edorgpmastions with thoughtfully
conceived instruments. My presentation paints tteyaes in broad brush, but each of
these papers offers a nuanced discussion of thmelsathrough which their instruments
are correlated with troublesome variables. In swtsh space, it is impossible to assess all
the strengths and weaknesses of these papersadnstg goal is to select from them
illustrations of excellent econometric practicerde readers planning on doing 1V
estimation to examine at least a couple of thepengan their original, detailed form.

Most often, regressions requiring IV estimationdnawsingle troublesome
explanator, plus several non-troublesome explasator

Yo =B+t BY, + X6+ 8, 1)

in whichYj; is the dependent variable of interést,is the troublesome explanator, axd
is a vector of non-troublesome explanators. Insémntal variables estimation is made
possible by a vectat containingl variables that are purportedly (i) uncorrelatethwine
&, (i) correlated withys;, and (iii) not explanators in equation (1). Thengents of Z are
called instrumental variables. 1V estimators ratytloe elements & to consistently
estimate the coefficients of equation (1). Whesrehs more than one instrument, there
is an infinite number of potential IV estimatorach using the instruments differently.

The most frequently used IV estimator is two-stieget squares (2SLS). With
one troublesome explanator, 2SLS combines the @lsnoéZ, along with the elements

of X, in Yo's fitted value,Y,, , from a reduced form regression

Yy =a,t 4da,t Xa,t Y. (2)



When there are additional troublesome variableeS2Z®mbines the elements &f
again along with the elementsXfin corresponding reduced-form fitted values, gsin
the same reduced-form explanators as in equatjon (2

When the number of instrumentsequals the number of troublesome variables,
g, we say the equation of interest is exactly idexati Whenl > g, we say the equation is
over-identified? The requirement that the elementZafre not explanators in the
equation echoes the classic simultaneous equatioier’ condition” for identification: to
be identified, an equation must exclude at leastexogenous variable for each
endogenous explanator it contains - the excludedenous variables are then available
for inclusion inZ.

For a bivariate regression in which the one exptana troublesome, the OLS
and 2SLS estimators afe*” Sz and 292‘%% , Where lower case letters denote

deviations from a variable’s mean. The estimates fthne formula for 2SLS equal
estimates from the linear IV estimatgryz‘y”/zyziyz , iIn which the fitted value of, serves

asY,'s instrument. The OLS and linear IV formulae hightighat OLS uses all of the
troublesome variable’s variatiorﬂ y2 ), while IV estimation only uses variation in the

troublesome explanator that is shared in commoh thi instrumentZ Vs Ya ). When
OLS is consistent, it is also more efficient th&¥nektimation

Institutions and Growth

Daron Acemoglu, Simon Johnson, and James Robii#siR) ask whether
institutions are important for economic growth (A®01)). They report affirmative
results for one particular feature of governmettits:protection of private property from
expropriation, as measured by the “risk of exproin” index from the publication
Political Risk ServicesThey note that other measures yield similar tsSWAJR focus on
countries that were colonized by Europeans. Thesetdes had similar levels of per
capita income 400 years ago, but vary widely inrtileomes today. Does the risk of
expropriation partially account for the differendeshese countries’ incomes?

Could an OLS regression of income on the risk giregriation convince us that
better (less extractive) institutions raise incotesfortunately, no. A positive OLS-
estimated coefficient on the risk of expropriatemuld as easily result from richer
countries being more able and more inclined to¢pase” with their wealth non-
extractive institutions, as from a causal effecswéh institutions on income. To isolate

* Strictly speaking, having at least as many instrumentsaislésome variables is only a necessary
condition for identification. In most applications, the dibion proves sufficient. However, when there are
multiple troublesome variables, some additional attentionldhme given to ensuring identification.

® Edward Glaeser, Rafael La Porta, Florencio Lopez-de-Silaneérattd Schleifer argue that the risk of
expropriation is a poor proxy for a society’s institasqGlaeser et al. 2004). AJR (2005) offers other
proxies. | don't assess this debate.



the causal effect of the risk of property exprojwiaon income, AJR turn instead to IV
estimation.

AJR argue that for most countries, today’s ingtig are linked to institutions of
the past. They further argue that the less intehs@& colonized country was settled by
Europeans, the more extractive the political in§tins that the colonizers imposed on
the population. (Even mildly extractive polices spd a revolution in the relatively
intensively settled North American colonies.) FipaRJR argue that proportion of
Europeans in early colonial period populations deled, in part, on the expected
mortality rate of European settlers in the colodizeuntry. In consequence, the authors
expect (and find) that positive traits of todaytdifical institutions are negatively
correlated with the death rates for Europeanserctuntry at the time the country was
first colonized. Military and church records proeiguch death rates for European
soldier§,7sailors, and bishops, and the log ofrtiostality rate is the instrument that AJR
exploit.”

Using 2SLS, AJR find large effects of the riskeapropriation on income. For
example, Nigeria’s per capita income is currentfy &f that in Chile. AJR estimate that
if Nigeria had Chile’s risk of expropriation, ilsdome would be 70% of Chile’s - a
dramatic effect. AJR argue that the risk of expieton serves as a proxy for a county’s
institutions, and interpret their result as indicgtthat less extractive institutions
facilitate growth.

Incarceration and Crime

Steven Levitt asks whether the incarceration aghitrals reduces crime rates
(Levitt (1996)). Intuition suggests it does: lockgulcriminals can’t commit crimes and
other criminals might be deterred from crime byagee risks of incarceration. But is
there really such an effect, and, if so, how lasg&?

Could an OLS regression of changes in crime mateshanges in incarceration
rates convince us of the magnitude of the causattedf incarceration rates on crime
rates? Unfortunately, no. Changes in current ireat®n rates are probably influenced
by past changes in crime rates, and changes irecates might well be serially
correlated. OLS estimates of incarceration’s effect crime would be biased upward
(toward zero) by such linkages; consequently, angely negative OLS estimates in the
literature might be too small in magnitude.

®In a related paper, AJR provide another instrument faogonies’ current institutions: the log of the
country’s population density in 1500 (AJR 2002).

An attraction of this instrument, in AJR’s view, is titta@ primary causes of a high death rate among
early European settlers were malaria and yellow fever, whithatimuch affect the local adults, because
the local adults had usually developed partial immunityngj childhood. Consequently, AJR argue, the
death rates among early European settlers are not a proxyljoheath conditions for the non-European
population.



Levitt turns to IV estimation to overcome the paiainbiases in OLS estimates of
incarceration’s effect on crime. The instrumentaibes are all rooted in prison-
overcrowding lawsuits that took place in a dozexest across a span of thirty years.
These dozen states were sometimes involved insuitd) and sometimes not. Other
states were never involved in such sBighen such suits are filed, states defensively
work to reduce incarceration rates. When such aoésvon, there are further declines in
prison populations. Levitt expected (and found} thearceration rates and overcrowding
litigation are negatively correlated. Levitt's inginents are based upon the stages of
prison over-crowding lawsuits, from filing throughdgment.

Using 2SLS, Levitt estimates that the effects chngeration are 2-3 times larger
in magnitude than indicated by previous OLS estmaitie estimates that the marginal
benefit from incarcerating one prisoner for an &ddal year is $50,000. Published
estimates of the costs of incarceration indicad ylear costs the state about $30,000.
Based on these estimates, Levitt judges that,ctineent level of imprisonment is
roughly efficient, though there may be some beriiedinh lengthening the time served by
the current prisoner population.” (Levitt, 1996 3@4)

Public Housing and Kids

Janet Currie and Aaron Yelowitz ask whether livimgpublic housing is good for
kids (Currie and Yelowitz (2000)). Does “living the projects” mean a child lives in a
less crowded apartment in a less densely poputatéding and performs better in school
than he or she otherwise would? The public peroemf public housing is certainly at
odds with such a claim. The general public woulabably predict just the opposite, that
public housing idadfor kids — that it puts them in more crowded apats in more
densely populated buildings and leads to worseeamadoutcomes for them.

OLS regressions of apartment quality, neighborhepaality, and kids’ school
performance on the traits of poor households inariaf public housing lends partial
support to the common view of public housing. Ols8meates imply that public housing
residents live in less desirable apartments anghberhoods than do households with
otherwise similar measured traits. And while tledildren do not repeat grades in school
more often than children from otherwise similar $@iolds, kids from public housing do
change schools more often than other children. Heweghe OLS estimates of the effect
of being in public housing on these three outcomayg well be biased by unobserved
heterogeneity; public housing tenants might be [@eafith unmeasured traits that
contribute to poor housing outcomes and poor acadeenformance, which would bias
the OLS estimates of public housing’s effects talva@gative outcomes.

To overcome the potential biases of OLS, Currie deldwitz propose an
instrumental variable for the dummy variable tmaticates whether a child lives in

8 Levitt restricts his attention to lawsuits against ersiaée prison systems. He ignores lawsuits against
specific prisons. Some states whose state-wide prison systemasever challenged did experience
lawsuits against individual prisons. Levitt ignores tHaster suits because there is no evidence they
affected state-wide prison populations.



public housing: the sex composition of the childirea household. (Angrist and Evans
use such a dummy as an instrument in a study wlitie(Angrist and Evans 1998).) The
size of the apartment a family is given in publaubking depends on family size and the
sex composition of the children. In particular,gy@s of a boy and a girl get a three
bedroom apartment, while parents of two boys orgwis receive a two bedroom
apartment. Because federal regulations set remishhic housing at twenty-five percent
of the resident family’s income, without regardhe traits of the occupied apartment,
public housing offers parents of a boy and a gpédicularly attractive deal, relative to
the deal offered parents of two boys or two gils.a consequence, households with one
boy and one girl are twenty-four percent more iikiel be in public housing than are
households with two boys or two girls. That is, e composition of households is
correlated with their public housing participati@urrie and Yelowitz restrict their
analysis to households with two children and usthais instrument a dummy variable
that distinguishes mixed sex-composition childrengeholds from other two children
households.

Currie and Yelowitz’s IV strategy yields parametstimates at odds with
common perceptions about public housing. Publicshmguresidents live in less crowded
apartments in less densely populated buildingstlagid kids are 11 percentage points
lesslikely to be left behind than if the householdsl mat lived in public housing. Currie
and Yelowitz conclude that while public housing htigerve its residents better if it
placed them in less crowded units in better neigidads, in its current form, public
housing does, on average, provide its residentslvatter housing and better
opportunities for their kids than would they woglet unassisted in the private housing
market.

Test Scores and Class Size/Composition

Across the United States, billions of dollars laeeng spent to reduce class sizes.
Are the gains in student performance worth theZbstmerous other educational
policies, for example desegregation plans that nobveren to schools outside their own
neighborhoods, presume that peers can have stff@agseon a child’s educational
outcomes. Is this presumption correct? Joshua Angnid Victor Lavy (Angrist and
Lavy 1999) and Caroline Hoxby (Hoxby 2000) ask wleetsmaller class sizes improve
children’s test scores. Hoxby (2002) asks whetleerpaffect children’s test scores
(Hoxby 2002). Angrist and Lavy study Israeli granmmraehools; Hoxby examines
Connecticut grammar schools.

OLS estimates of class size and peer effectskaly lio be biased because local
governments determine school sizes and parentsdegemuch about who their
children go to school with. The determinants oEslaize and peer group are quite apt to
be correlated with unmeasured determinants of stysrformance. Parents willing to
vote with their ballots and their feet to get snuddisses and more-desired peer groups are
also apt to take other steps to improve their cbilts academic performance.



Hoxby exploits two instrumental variable strateg@sonsistently estimate the
effects of class size and peers on children’ssisted. (One peer group effect she
examines is the share of one’s classmates whearald®.) Her first IV strategy is to
find empirically the unpredictable surprises inssl@ize and class composition for each
school in each year in her panel of Connecticubsish

In small schools, year-to-year random fluctuationl®cal births can appreciably
alter both class sizes and class compositions. yHexploits her panel of schools to
estimate forecasting models for the annual enraitn@ number of girls) in a cohort for
each school. The instrument for class size or dasgosition is the prediction error for
the given school in a given year. Hoxby reasonshibeause these increments to class
size or peer group share are surprises, theykaly tio be little correlated with the
measures taken by parents to influence class sizei®ose one school over anotfier

When analyzing class size, Hoxby applies a secdrsirategy as well. It is the
strategy introduced by Angrist and Lavy. Thist&gg exploits variation in class sizes
that is rooted in rules for maximum class sizeseWtlass sizes drop sharply only
because a threshold class size has been reacheéwrsinaller classes are, therefore,
created, the change in class size is likely tormrrelated with other choices or
circumstances of adults that would influence testas. Examining classes of maximum
size with smaller classes that result from theshoéd being crossed provides a
comparison free from the biases of OLS; this, seese, is Hoxby’s second IV strategy
and the strategy employed by Angrist and Lavy. ldkess size, some other rule-based
variables, such as college financial aid (Van dexakiw 1996), display similar
“regression discontinuities” that can be exploite@onstruct instrumental variables.

Angrist and Lavy estimate that decreasing classisduces significant and
substantial increases in Israeli children’s testess. Hoxby’s analyses of Connecticut
grammar schools estimate effects of class sizeatigasmall in magnitude, mixed of sign,
and estimated with enough precision to reject gretty small positive effects of
decreased class size. As for peer effects, Hoxtasfihat both boys and girls perform
appreciably and statistically significantly better reading and math tests when the share
of girls in the class composition is higher.

Compulsory School and Earnings

Compulsory schooling requirements are commonpgladeveloped countries.
Joshua Angrist and Alan Krueger (Angrist and Kreug#1) ask whether such

° Hoxby also uses fixed effects for each school in her gereglhools to control for omitted explanators
that are fixed for each school.

° Hoxby (2002) also examines peer effects as reflected in the aadiathnic compositions of classes.
Those results do not lend themselves to simple interfmetao | omit them.

1A few parents might react to an enrollment-day surpriskarsize or composition of classes by not
enrolling the child and sending the child to a privateosl, or even moving, instead. To drain even that
small correlation from her instrument, Hoxby also looksaath cohort for each school and asks how “what
was the surprise in the number of kindergarten-eligiblielien in the cohort in the year the cohort was
eligible for kindergarten?”



requirements actually affect either educationaiathent or earnings of American men.
At issue is whether the requirements are bindinépreed, and efficacious. The key to
the analysis is the observation that Americans botifferent quarters of the year are
affected differently by the attendance requirements

In most American schools, students cannot engefitst grade unless they have
reached age six by the end of the calendar yeahich they enter school. These rules
have the effect of making students born earlighéyear start school at a later age.
Consequently, individuals born earlier in the yesch the age when they can leave
school (16 or 17, depending on the state) with éelsgation than individuals born later
in the year, who tend to start school at a youager Angrist and Krueger convincingly
document that in the U.S., males born earlier énytbar do, indeed, tend to get less
schooling than individuals born later in the year.

Angrist and Krueger note that the observed diffees in education by quarter of
birth provide the foundation for an instrumentaligble for education in an earnings
equation. The quarter of birth instrument is doubtgresting. First, it allows consistent
determination of whether the extra education of imem later in the year garners those
men higher wages. Second, because it providesstmiment that shields against omitted
variables bias, it offers a check on whether th&t b6 OLS-based earnings equations in
the literature suffer from omitted variable bias.

Angrist and Krueger find that compulsory educatiegulations do lead men born
later in the year to earn more than they otherwiseld. Moreover, the estimated return
to education obtained using the quarter-of-bir#triniments proved similar to the OLS
estimates (though somewhat larger), suggesting daeS not suffer from much omitted
variable bias.

The Intertemporal Elasticity of Substitution

For a broad class of preferences, called Epstairp#&#ferences, an investor
consumes a constant fraction of wealth only ifdriter elasticity of intertemporal
substitution is oné&” For a commonly assumed subset of those prefereswels a unitary
elasticity also implies that the investor is myoPicThe intertemporal elasticity of
substitution plays a further economically importesie in many Neo-Keynesian macro
models, where the elasticity is a parameter ofrite¥temporal IS curve that ties together
the current interest rate, the expected futureesteate, and the equilibrium level of
current output?

Motohiro Yogo estimates the intertemporal elastiof substitutiony, in each
of eleven countries, and tests in each countrytiienhypothesis that the elasticity is
equal to one (Yogo (2004)). For an Epstein-Zintytinaximizing consumely is the

12 See Epstein and Zin (1989).

13 Power utility functions constitute the narrower class efgrences. See Campbell and Veceira (2002) for
details.

14 See Woodford (2003)
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slope coefficient in a regression of the currewirgh in consumption on an intercept and
a current real rate of return. In the aggregate series model that Yogo uses, real rates
of return and changes in consumption are jointhgaeined. Consequently, OLS would
suffer simultaneity biases if used to estimat&'ogo uses lagged values of (i) the
nominal interest rate, (ii) inflation, (iii) the doof the dividend-price ratio, and (iv) the
growth in consumption as instruments. He estimiuaisthe elasticity is small in
magnitude in all eleven of the countries he studresrejects everywhere the null
hypothesis of a unitary elasticity.

Democracy and Education

Daron Acemoglu, Simon Johnson, James RobinsonPemce Yared (AJRY)
repeat an oft asked, and oft answered questioalitical economy: Do higher levels of
education in a country make democracy more likaJRY (2005a))? Their answer runs
contrary to what political theorists expect and tndther empirical analysts have found.

Many researchers have noted a strong positive latime between education and
indices of democracy. Consonant with these findiggisvard Glaeser, Rafael La Porta,
Florencio Lopez-de-Silanes, and Andre Schleifeorefhat a fixed-effects regression of
an index of democracy on the lagged value of tdexrof democracy, lagged education,
and lagged income for a panel of countries yieldtagstically significant positive
coefficient on lagged education (Glaeser, at &I04)). AJRY extend Glaeser et al.’s
approach two steps further — they add period-sigeaifmmy variables to the model and
perform IV estimation. IV estimation is needed hesmthe presence of a lagged
dependent variable in panel data (“a dynamic paruelel”) biases fixed effects
estimation.

To obtain consistent estimates, AJRY follow theres®i of Arellano and Bond
(1991). First, they estimate the model in firstetiénces. Second, they use values of the
level of democracy lagged two and more times asungents for the change in the
lagged democracy variable. Arellano and Bond sh@t/this strategy is both consistent
and efficient if there is no serial correlatiortie disturbances of the model expressed in
levels. AJRY are particularly interested in effiody because they do not want findings
of insignificant coefficient estimates to be dugteat imprecision.

AJRY find no significant positive effect of eduaation democracy once they add
period-specific effects to their regressions, wittwithout their various instrumental
variables. The estimated standard errors in AJRY lavwever, rather large. Although
across numerous specifications the magnitudeseafyharious IV estimates are
frequently negative, their 95% confidence intervatdude positive values almost as
large as estimated with OL’8Thus, rather than empirically resolving the relaship

5 1n a related paper AJRY explore the relationship between imemt democracy (AJRY (2005b)).
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between education and democracy, AJRY’s IV resudilsl a more a cautionary tale
about the limits of our empirical knowledge of thidationship°

Moving to Opportunity

Do poor households benefit from living in low-poyeneighborhoods? Do their
kids? Jeffrey Kling, Jens Ludwig, and Lawrence K#tkK) address the latter question
by examining data from the Moving to Opportunityperment of the Department of
Housing and Urban Development. In the experimerandomly selected sample of
public housing tenants who applied for inclusionhia experiment were offered housing
vouchers applicable to housing units in low-poveryghborhoods. Not all selected
households actually used the vouchers, but a sutiatiaction did. Another random
sample of public housing tenants who applied folusion in the experiment was not
offered the voucher, but was tracked to providerarol group. KLK estimate the effect
of the vouchers on arrest rates among youths.

KLK added covariates to the analysis to reduceséii@nce of the disturbances
and thereby estimate more precisely the averagetesh arrests of vouchers to housing
in low-poverty neighborhoods for youths from housldhk that used an offered voucher.
They specified

A=B5+BP+X53,+¢, €))

whereA is the number of arrests for theyouth,P; is a dummy variable indicating
whether the youth’s household actually used a veyandX; is a vector of covariates.

Whether a household uses its voucligy i€ likely to be correlated with
because households decide whether to use a vooabed in part on what they expect
the outcomes will be, and their expectations &ed\lito depend on relevant factors not
measured in the study. An OLS estimat@:af likely to be biased by this unobserved
heterogeneity. A valid instrument for whether atyxaihousehold used the voucher is a
dummy variable indicating whether the youth’s hdusé was an experimental
household. This is the instrument KLK use. They finat arrests for both violent crimes
and property crimes drop markedly for female youdimgl that arrests for violent crimes
drop markedly for males, though perhaps only instinert run. Arrests for property
crimes rise among the treated male youths.

IV estimation makes a critical difference in eatlhe nine papers just described.
Levitt obtains estimates of incarceration’s effemscrime that are 2-3 times those that
OLS indicates. Currie and Yelowitz find large, stally significant positive effects of
public housing with 1V estimation, which is oppasihe suggestion of OLS. Hoxby uses
IV to show that effects of class size on Connettstudents’ performance thought
statistically significant using OLS are statistigahsignificant and quite small. Angrist

16 Neither AJRY nor Glaeser, et al. treat education as endogefi@ne expects that more democratic
societies spur education, then accounting for this endogesdikely to make AJRY’s estimated
coefficients even more negative, which would not much alter toeiclusions.
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and Lavy use IV estimation to convincingly showtttinee raw positive correlation
between class size and achievement in Israel isadsimaller classes in Israel tending to
have many disadvantaged students and that the atfieet of larger class sizes is to
reduce Israeli students’ achievement. Angrist arnuejer overcome the perils of omitted
variable bias by relying on their quarter—of-birtistruments. AJRY use IV estimation to
show that cross country panel data are not vegrnimdtive about how education
influences democracy. Yogo uses recently develdypddchniques to dramatically
narrow the range of plausible estimates of thetielpsof intertemporal substitution.

KKL exploit the MTO experiment’s randomization teevcome unobserved
heterogeneity in youths’ responses to their neigidxmd environment. All of the results
are shielded against biases that would taint Olti&ates — or they are if the instruments
the authors use are valid. How, then, do thesebaaitirgue for the validity of their
instruments?

2. Avoiding Bad I nstruments

Valid instruments must be uncorrelated with tretudbances in the regression of
interest and the credibility of IV estimates reststhe arguments offered for the
instruments’ validity. This section describes nitiategies for evidencing the validity of
instruments, and illustrates those strategies thighanalyses described in the previous
section. Seven of these nine strategies apply kquall to exactly identified and over-
identified equations.

It might surprise some that there are so manyegies in support of a single
identifying instrument. A common view is that whitxere is only one instrument for a
troublesome variable, we can only rely on intuitiondeciding whether an instrument is
valid; “because [validity depends on] a covariabeeveen [the instrument] and the error
u, it can never be checked or even tested; we masttain this assumption by appealing
to economic behavior or gut feelin{f. This view represents an advance over what was
common practice twenty years ago and more, whardyvessions often included
everything but the kitchen sink as instrumentsa-vhriable was in one’s data set and not
in the equation in question, it would be tossedrong the instruments; see Murray
(1983) for a vintage example. But we can, in faxtbre than just rely on our intuition,
even when an equation is exactly identified.

The strategies discussed in this section are:

i.  Test Over-identifying Restrictions

ii. Check for Serially Correlated Disturbances

iii. Use Alternative Instruments

iv. Preclude Links Between the Instruments ardDisturbances
v. Use Information from Other Populations

vi. Be Diligent About Omitted Explanators

vii. Randomize

"Wooldridge (2000), p. 463. Wooldridge abandonsltguage in subsequent editions, but the quote
captures well what | think many would say.
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viii. Use Economic Theory
ix. Use Intuition and Reduced Forms

These strategies can each exclude oaeather rationale for an instrument’s
being invalid.

Test Over-identifying Restrictions

One long-standing strategy for assessing instrtshealidity applies
when the number of instruments exceeds the nunelgeiired for exact identification,
that is, when > g. For example, one could use exactinstruments and 2SLS to
estimate equation (1) with the remaining instrureettded to equation (1) as possible
explanators. Rejecting the null hypothesis thas¢hemaining instruments all have zero
coefficients would reject the validity of one or ra@f these remaining instruments,
conditional on the validity of thg instruments used in 2SLS. When an equation is-over
identified, the over-identifying exclusion restrais should be tested. This has been
standard practice for a long time.

Several econometric theorists (for example, Andeestd Rubin (1949), Hahn
and Hausman (2002), Hansen (1982), Hausman (1888)Sargan (1958)) have
proposed formal statistical tests for the validifynstruments. The formal over-
identification tests all need, implicitly or exglly, consistent estimates of equation (1) —
hence they all need at least enough valid instrasrterexactly identify the equation
before they can provide tests of the validity dfestinstruments. It is this inherent
limitation of such formal tests that leads manyhiok that with only a single instrument,
only intuition or theory can serve us.

Stephen Levitt's crime rate equations are potéyiwer-identified. His
instruments include several changes in the stdtpgsmn over-crowding lawsuits, such
as filing and preliminary decision, and they digtirsh between filing changes in the year
of an observation and filing changes in years mtegean observation. In all, this yields
ten instrumental variables for the one troublesoar@ble. Levitt uses Sargan’s test of
over-identifying restrictions to assess his instenats®*° Conditional on at least one of
his instruments being valid, Levitt fails to rejéiee null hypothesis that his instruments
are valid.

Like Levitt's crime rate equation, AJRY’s democraayuation is potentially
over-identified. When estimating the effect of ches in education on changes in
democracy from one five-year period to the nexR¥dse several multiply-lagged
values of democracy as instruments.

18 sargan’s test statistic i8¢ using theR? from a regression of residuals from equation (1) fit gisiire

2SLS estimates of the parameters on the elemedisTtife statistic has a Chi-square distribution with
degrees of freedom equal teqj, the degree of over-identification.

¥ The Stata command ivreg2 (Baum et al., 2003) yields Sarggst’ statistic. This command is an add-on
to Stata. To locate the ivreg2 code from within Stata, tfipdit ivreg2” on Stata’s command line. Then
click on the website name given for ivreg2 to update Stataviews, the GMM procedure reports
Hansen's J-test, a more general version of Sargan’s test.
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AJRY test their over-identifying restrictions; thage a test due to Hansen. When
there are multiple instruments for a variable, 29k&vides the optimal combination of
those instruments if the disturbances in equatiyrafe serially uncorrelated and
homoskedastic for all values that the explanatarstake on. When the disturbances are
heteroskedastic or serially correlated, 2SLS itonger efficient; the generalized method
of moments (GMM) estimator uses multiple instrursembre efficiently in this case.
AJRY use GMM to estimate the relationship betwessnges in democracy and changes
in education. To test their over-identifying restions, AJRY apply Hansendtest,
which is, in essence, a generalization of Sarg@sisto the GMM contexf The Hansen
test does not reject the over-identifying restoics.

A failure to reject the over-identifying restrigtis in a model lends credibility to
IV estimates. However, when sample size is smahsiruments are weak, the nominal
significance level of Sargan and Hansen'’s testsvatkbelow the actual significance
levels in practice — the tests reject the null liipsis of valid instruments too often. This
“size distortion” in these tests makes rejectiohthe null hypothesis less informative
about the validity of instruments.

Tests of over-identifying restrictions are mostngelling when there are some
instruments (enough to identify the equation) whasdality seems sure. It is then that we
can be confident the test is itself valid. Testewdr-identifying restrictions are
particularly suspect when all of the instrumentareha common vulnerability to being
invalid. For example, in Levitt's crime study, afithe instruments are linked to over-
crowding lawsuits. If one lawsuit-related instrurheninvalid, we are apt to worry that
they all are — and therefore that Sargan’s testvalid. In contrast, perhaps we are
confident in AJRY’s study that the levels of denamgyr at long lags are uncorrelated with
the disturbances, and our sole worry is whethelethels at shorter lags are actually
uncorrelated with the disturbances. If so, thercamr also be confident that AJRY’s over-
identification test is valid, because the longegslaf democracy suffice to identify the
equation.

Some economists are very wary of over-identificgatests because they rest on
there being enough valid instruments to exactlytifethe relationship. Their worry is
that too often a failure to reject the null of dativer-identifying restrictions tempts us to
think we have verified the validity @fll of the instruments. We should discipline
ourselves not to succumb to that temptation.

Check for Serially Correlated Disturbances

In time series data, lagged dependent variablaeajors are likely to be
correlated with the disturbances if the disturbaree autoregressive, but to be free of
such correlation asymptotically if the disturbanaes not serially correlated. Testing for
serial correlation in models with lagged depend@aniables is a useful check for whether

20 Eviews and Stata’s ivreg2 include options for using GMM fand¢onducting Hansen'stest.
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or not IV estimation is needed. When OLS is coesistit is more efficient than IV
estimation; we don’t want to use instrumental Valga needlessly.

In fixed or random effects panel data with a langenber of cross sections and
relatively few time periods (as is often the cash wanel data), a lagged dependent
variable among the explanators makes least sqaati@sators inconsistent even when
the disturbances are not serially correlated. Asdlition is needed in these cases.

The dynamic fixed-effects model estimation proced@commended by Arellano
and Bond (1991), and used by AJRY in studying ithle between education and
democracy, is consistent if the disturbances imtbdel are not first order
autocorrelated. It is also efficient. Arellano d@whd offer a test for serial correlation that
is applicable in this case. Their test is also igpple more generally. AJRY use this test
to check that their disturbances are not serialtyatated. They fail to reject the null of
no serial correlation in the disturbances in tdginamic panel model of democra®y.
Showing that their disturbances are not serialtyatated enhances the credibility of
AJRY’s |V estimates.

Use Alternative Instruments

Over-identification tests formally ask, in essengkether all of the instruments
tell the same story about the parameters of inte@SLS facilitates this formal process
by providing a strategy for using all instrumemtsisingle estimation procedure.
Sometimes, however, it is not feasible to inclullienatruments in one estimation. In
such cases, there is still information to be haddiypparing the results from applying
several instruments separately from one anothénelparameter estimates using
different instruments differ appreciably and seagtyirsignificantly from one another, the
validity of the instruments becomes suspect. Ibathe estimates are consonant with a
single interpretation of the data, their credilild enhanced.

Caroline Hoxby uses two distinct identificationaségies in her study of the
effects of class size on test scores. In one, sbg surprises in enrollments; in the other,
she relies on maximum class-size rules. In the éoyimer units of observation are
schools in a given year. For the latter, she coegdifferences between cohorts in a
given school in years just before and just aftelaas-size rule triggered a change in class
size, and looks only at data from such events. @he&s IV strategies do not lend
themselves to a single estimation procedure wititchvformal over-identification tests
could be applied. Nonetheless, it boosts confidemtiee two sets of IV results that both
indicate very small effects of class-size on penfamce.

Preclude Links Between the Instruments and theutbances

2 The Arellano-Bond test does not require full-blown KMstimation. It is also applicable with OLS and
2SLS estimation (both of which are special cases of GMIg.command “findit abar” in Stata will reveal
the location of the code for the Arellano-Bond test. Clickimnlocation address to upgrade Stata with the
abar procedure.
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Thoughtful critics of your favorite IV analysis Ntonjure reasonable stories to
explain why your instruments might be invalid. Aupiate these criticisms. Test the
stories. Doing so makes your results more credible.

Steven Levitt anticipated that critics would argl@t prison overcrowding
lawsuits might result from past swells in incartiem@that arose from unusually high past
crime rates. If this were so, and crime rates gerally correlated, Levitt's instruments
would be invalid. Levitt tackled the possibilitydaon. He asked whether over-crowding
lawsuits could be predicted from past crime rades, found they could not. By
deflecting one challenge to the validity of histrasnent, Levitt enhanced the credibility
of his results. Notice that Levitt's strategy diok mequire that his equation be over-
identified. It would have worked for even a singleercrowding lawsuit variable.

Caroline Hoxby anticipated that some might wohattparents in her sample
reacted to finding a surprisingly large class byemolling their child in the local school,
but turning instead to a private school or movim@mother school’s area. She blunted
this criticism by using an alternative instrumemsutrprises in enroliment. In addition to
using surprises in enroliment, Hoxby used surprisé¢le size of a cohort when the
cohort reached kindergarten age. She thereby iedludthe instrument those children
who were subsequently sent to other schools. Becte kindergarten-eligible-cohort
surprises and the enrollment surprises are higtisetated, Hoxby was probably wise
not to use both at once. The mean square errdf egtimation can rise with the number
of instruments; highly correlated instruments stdw¢ avoided. Because both
instruments led to the same quantitative conclissibloxby’s results were buttressed.

Josh Angrist and Alan Kreuger anticipated wortied quarter of birth might be
correlated with unobserved variables relevant taiegs, and that it was the effect of
these, not of compulsory schooling that the autihvene detecting. To counter this
concern, Angrist and Krueger asked whether higloalapraduates (who are exempted
from compulsory schooling laws) born earlier in yl@ar ultimately had less education
than other high school graduates. The answer wasadhy no - post-secondary
educational attainment is not less for students barlier in the year. By implication,
guarter of birth is not correlated with unobservadables that influence educational
attainment, unless those variables only influerrg@ary or secondary school attendance.
Angrist and Krueger also include the quarter-oftbirariables in two earnings equations,
one for the whole sample and including educatioaraexplanator, the other for only
college graduates and with only quarter-of-birtimduies as explanators. If the quarter of
birth is correlated with anything relevant to eags besides compulsory attendance, the
guarter-of-birth dummies should be significantuicls regressions. They are not, which
lends strong support to the validity of the quadkbirth instruments.

Use Information from Other Populations

An instrument is not valid if it is an omitted éapator in the model. Establishing
that one’s instrument does not itself belong antbiegexplanators in the equation would
seem especially difficult in the case of a singlgrument. A variable can’t be both an
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explanator and an instrument for another varighk;as with perfect multicollinearity
and OLS, including a variable in both of these sateakes IV estimators not exist.

Janet Currie and Aaron Yelowitz tackle doubts alhether their instrument
should be an explanator in their study of publiagiog and kids’ school outcomes. Their
instrument is the sex mix of a two-child familynsasex or different-sex. The potential
challenge to the validity of their instrument istiperhaps the academic outcomes of kids
in two-parent households depend on the sex mikefamily, and not just on the sex of
the child. Perhaps their instrument should be gtegator.

Currie and Yelowitz answer this challenge by tngnio the psychology literature
on children’s achievements. The vast majority aigeholds in those studies are neither
in, nor even eligible for, public housing. Consemplie the fact that those studies omitted
public housing participation in studying the detgramts of kids’ success almost surely
does not matter for their parameter estimates. \WWhatie and Yelowitz conclude is that
the literature is in agreement that sex mix dodswadter for boys, and might, but
probably doesn’t, matter for girls. Thus, theirtragnent is not an excluded explanator
when studying academic outcomes for boys, andoisglly not an excluded explanator
when studying girls. Currie and Yelowitz buttrelssit IV findings, especially those for
boys, by turning to the data for another, closelgted, population.

Josh Angrist and Alan Krueger also look to evigefrom other populations.
They report studies that find no correlation betvgearter-of-birth and the traits of
one’s parents. This further supports Angrist anddger’s claim that their instrument is
not correlated with relevant omitted variables.

Data from other sources is as relevant for exadéptified IV estimations as for
over-identified IV estimations. The primary cauthen looking to other populations
for information about one’s instruments is that wlagions often do differ from one
another. The force of the external informatioresskened the more different the
population is from the population sampled in yoatad

Be Diligent About Omitted Explanators

An instrument is not valid if it is correlated wian omitted relevant variable.
Even if an omitted variable is uncorrelated with troublesome explanator, it can bias
IV estimation if it is correlated with the instruntal variable. This concern requires that
we be doubly vigilant about omitted variables wkiemg IV estimation. We are
accustomed to thinking abut what variables areteohiivhen we consider OLS, because
omitting a relevant variable biases OLS if the iiledd explanators are correlated with the
omitted variable. We ask, “I8$ correlated with things | am omitting.” Sometimes van
convince ourselves that we have included the paiestplanators with whiclX is most
likely to be correlated. Turning to IV estimatiome must ask the question again. Are
there any omitted explanators that might be comdlavith my instrument, even ones that
we don’t believe are correlated wix?
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AJR are careful about what variables they includieir IV estimation of the
relationship between economic growth and the rigkroperty expropriation. In their
first OLS and IV specifications, they do not inctudurrent health conditions among the
explanators for income. Arguably, current healthdibons are not be correlated with the
risk that private property will be expropriatede xplanatory variable of interest.
Omitting these health variables from an OLS regoessight not be troubling. Omitting
these current health variables is very worrisonogyever, when the instrumental variable
is death rates at the time of colonization. Thofugltritics are likely to worry that past
health conditions and present health conditioncareelated. Such a correlation would
bias IV estimation if the current health variablesre omitted from the regression. AJR
note this concern and therefore include measurearoént health conditions in their
final model. When AJR add a malaria index for 189#heir model, 2SLS continues to
yield a statistically significant positive coeffeeit on the risk of expropriation. This
strengthens confidence in their results. Howevlemboth continent dummies and the
malaria index are both added to this same spetdita2SLS finds an even larger, but
statistically insignificant effect of the risk oxgropriation®? Thus, careful attention to
what variables to include in the model makes usencautious about the lessons to draw
from these data. (However, below we find furthersan to think that these data do, on
balance, indicate a relationship between the aeetialy of expropriation and growth.)

Levitt is careful about potential omitted variabla another study of crime rates
that investigates the relationship between chamgesme rates and changes in the
number of police officers per capita (Levitt (198Y)Levitt's instrument is mayoral
election cycles. He is careful to include amongexiglanators changes in local welfare
and education expenditures. While the correlatemvben numbers of police and welfare
or education expenditures might be small, theiredation with mayoral election cycles
is likely to be large. Omitting such variables abaériously bias IV estimates of the
effect of police officers on crime rates.

Including those variables most likely to be catet with an instrument builds
the credibility of IV results in both exactly idéfired and over-identified equations.

Randomize

Randomized experiments are the gold standarccfentfic experimentation. The
best the rest can hope for is the status of “qeggeriment” — an effort that takes steps to
overcome some of the hazards of unrandomized ewpats, but that, in the end, risks
unknown biase$’ Most instrumental variables, in the end, definasitexperiments.
However, sometimes, a situation offers a randoraygmed instrumental variable. In
these cases, if the estimated equation omits nogemebus variables, and if the randomly
assigned variable is not itself a variable in theation being estimated, the lack of
correlation between the instrument and the distwbs is guaranteed.

22| am grateful to Daron Acemoglu and Simon Johnson foiirglpéneir data with me.
2 McCrary (2002) and Levitt (2002) should be read in coctjon with Levitt (1997).
24 Even randomized experiments can be undermined by refusasticipate or by attrition.
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KLK’s IV estimates of the effects of using a vouche move to a low-poverty
neighborhood on poor youths’ arrest rates are blediecause the instrument, whether
one’s family is an experimental or a control houddhis randomly assigned. It is
plausible that neither control households, nor erpental households who do not use
the voucher, are affected by being in the expertpsnexperimental status is not a
variable in the equation of interést.

Use Economic Theory

Unlike statisticians, econometricians readily r@tyeconomic theory in
formulating their empirical analyses. Economistgeheonsiderable confidence that their
theories tell us about how the world works; it makense that we incorporate this
knowledge into our empirical work. In particulacomomic theory can sometimes tell us
that an instrument is valid. For example rationglextations and the efficient market
hypotheses declare that current changes in somabies will be uncorrelated with all
past outcomes. In such cases, lagged variablesetae as instruments for those changes.

Yogo justifies using lagged economic variableghaguments in just this way.
Robert Hall wrote “Actual movements of consumptibffier from planned movements
by a completely unpredictable random variable it@¢xes all the information available
next year that was not incorporated in the planpirogess the year before” (Hall 1988).
Because rational consumers would incorporate o planning the economic variables
known in the year when plans were made, laggedaimvariables will be uncorrelated
with changes in consumption in the current yearof@ercome any problems raised by
actual consumption measures being aggregated acyess, Yogo lags his instrumental
variables two years, instead of one.

When an economic theory relied on to justify instents has been tested and
found correct in other settings, using economiothdecomes a sophisticated way to
appeal to information from other populations. Wia@neconomic theory relied on to
justify instruments has not been empirically testesing economic theory becomes a
formal version of the last category for buttressamgnstrument’s validity — using
intuition.

Use Intuition and Reduced Forms

Steven Levitt argues (p. 323) that his litigatgtatus instruments are valid
because “it is plausible that prison overcrowditigdtion will be related to crime rates
only through crime’s impact on prison populatiomsking the exclusion of litigation
status itself from the crime equation valid.” Anuitive argument for why an instrument
is valid is better than no argument. Indeed, antuitive instrument requires
considerable justification if people are to acaogpir 1V results. When there is an
intuitive rationale for an instrument’s validityepple who share that intuition will have
reason to give credence to the IV results. Wharitioh is buttressed by other
arguments, like those noted above, the credilmlityy results is further enhanced.

% An early, classic use of a randomized instrument appeansgrisA (1990).
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Of course, intuition need not stand naked and alloneition can be checked.
Reduced-form regressions with the instrumentakides and the non-troublesome
explanators as the explanatory variables, andrditieedependent variable of interest or
the troublesome explanatory as the dependent Ve unbiasedly estimated with
OLS if the instruments are valid. These reducethfoggressions provide valuable
information with which to check one’s intuitionsngrist and Krueger (2001) point out
(p.80) that if the candidate instruments are aligtically insignificant in the reduced
form equation for the dependent variable of interthe presumption should be that either
the model is under-identified and IV estimatiommsnformative or the troublesome
variable does not matter for the dependent variablendamental interest. Moreover,
finding that an instrumental variable appears enriduced form equations for either the
troublesome variable or the dependent variablatefest with a sign that is at odds with
the instrument’s intuition requires rethinking thetrument’s validity. In the extreme, if
no instruments appear in the reduced form equédiotine troublesome variable — if all
the instruments are irrelevant to the troublesoareble - there is no valid instrument.
Always exploit the valuable information to be haori examining the reduced fornf§.

Angrist and Lavy, in their regression discontinuyanalysis of the effect of
class size on students’ test scores, give congitkeadtention to the reduced form
relationships for actual class size and test scondés particular attention to the rule-
based class-size prediction that the authors uaa astrument. The authors note that
“(t)he reduced-form relationship between prediatlds sizef() and actual class size
reported in Table Il for a variety of specificatiyrshows that higher predicted class sizes
are associated with larger class sizes and lowsesteres.” (p.552) Angrist and Lavy
then discuss their reduced form results with anteygibstantiating their claim that their
instrument is a good one. Angrist and Lavy alserodf related graphical strategy. First
they show graphically that class sizes do move wiftollments in much the
discontinuous fashion that Israeli rules call filney then show graphically that average
test scores also move with discontinuities thaghtwifollow the discontinuous rule-
predicted class sizes. The Israeli data supporti8ingnd Lavy’s identification story.
Angrist and Krueger use a similar graphical strategsupport their intuition that
educational attainment is linked to quarter ofthiA graph makes clear that in the
paper’s 30-year sample years of education tendsdavith quarter of birth.

Levitt (1996) considers regressions with the prisgarcrowding litigation
instruments as explanators for his dependent ar{@hanges in crime rates). Levitt
finds that in this regression, the instrumentalalzles all have coefficients that are
significantly different from zero with signs thatpport his identification story: increases
in crime rates follow litigation, especially sucsks litigation. Furthermore, Levitt finds
that the litigation variables for the period jbsfforelitigation are associated with

%6 pre-testing variables in regression analysis has longkneswn to lead to inconsistency (Leamer (1978),
Miller (1990)) More recently, Hansen, Hausman, and Newey5Rékplore pre-testing in the specific case
of IV estimation; fishing among individual instrumentsfind significant ones is a poor idea. The set of
instruments should be assessed together. Arellano, Maarsd Sentana (AHS) offer a formal test for the
relevance of a set of instruments (AHS (1999)).
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increases in prison populations, while the litigatvariables for the period during the
litigation and after a judgment unfavorable to skete are associated with declines in
prison populations, as his identification story \ebsuggest.

AJR examine the performance of their instrumdrd,darly European settler
mortality rate, in the reduced form equations. Theggct the null hypothesis that their
one instrument has a zero coefficient in the reddoem equation for the risk of
expropriation, and they find that the settler midstaate coefficient is significant and
negative in the reduced form equation for inconseheir identification story predicts.

Currie and Yelowitz first analyze the effects abpc housing using data from the
Survey of Income and Program Participation (SIHBgy find that the t-statistic on their
one instrument, the sex-mix of siblings, is insfgaint. Their instrument seems to be
irrelevant. However, there are several reasonsweynight reject the null hypothesis of
no effect of an instrument on a troublesome vagialdb effect is one; a small sample
size is another. Currie and Yelowitz concluded that86 participants in public housing
in their SIPP sample were simply too few to seeeffieacy of their instrument.
Undaunted, they shifted their attention to the €uiriPopulation Survey, which provided
many more observations on households in publicihguin these data, sex-mix was
significant.

Pre-testing variables in regression analysis hag been known to lead to
inconsistency (Leamer, 1978; Miller, 1990). Recgritlansen, Hausman, and Newey
(2005) explore pre-testing in the specific casmstirumental variable estimation; they
conclude that fishing in a set of potential insteunts to find significant ones is also a
poor idea. The set of instruments should be assésgether -- Arellano, Hansen, and
Sentana (1999) offer a suitable formal test. Watadnining frowned upon, it is all the
more important to diligently apply intuition whealscting potential instruments.

IV Estimation Is Not a Panacea

IV estimation can cure so many ills that we aregeed to think of it as a panacea.
Find a promising instrument and our work is donet &ir work is not done so simply.
All instruments arrive on the scene with a darkudiof invalidity hanging overhead.
This cloud never goes entirely away, but reseaschieould chase away as much of the
cloud as they can. That OLS can suffer biases fruttiple sources complicates
dispelling the clouds of invalidity. For examplepeated measurement of an explanator
can provide an instrument that overcomes the bis €ffers in the face of a mis-
measured explanator, but such an instrument miginetheless be invalid if the mis-
measured explanator is also endogeneous. And metris valid against measurement
error and endogeneity might still be invalidatedobyitted relevant explanatofs.

The truly scientific value of the strategies owdtinin this section is that several of
them can formally expose an invalid instrument. IAJRY’s over-identification test

27 See Angrist and Krueger (2001) for a lucid discussidhefelationships among omitted variables,
natural experiments, and using IV estimation to estimate cealatibnships.
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rejected their over-identifying restrictions, othieir disturbances had displayed first-
order serial correlation, their reliance on Aretlaand Bond’s procedures would have
become futile. If Hoxby had obtained sharply diéfietr [V estimates from her two
instruments, or Levitt had found that crime ratesdpcted over-crowding litigation, or
Currie and Yelowitz had found that the sex-mixibfisgs mattered for kids’ outcomes
among non-poor households, their instruments wbaleg been dismissed.

Others of the strategies, most notably diligenaaigbmitted variables and
intuition, only serve to thin the clouds of invatid— they offer no formal criterion for
rejecting an instrument for its invalidity. In tkeed, if all tests are passed, prognostication
about an instrument’s validity based upon the remgiclouds is a subjective matter.
How much credence you grant any one of the empsicaies discussed here may differ
from how much credence | grant it. Indeed, amorilgagues who have read the papers
discussed here, | find a range of views about hawmtredence to give these paper’'s
instruments. But what we can all agree on is tratwould each be more skeptical of
each of these studies had the authors not subjdaediata to one or more of the
assessments discussed in this section.

3. Coping with Weak Instruments

Relevant instruments are correlated with the tiesdime variable. Irrelevant
instruments are of no use in estimation. When Jvabttruments are strongly correlated
with the troublesome variable, 2SLS is an effecto@. When instruments are weak, that
is, weakly correlated with the troublesome variahtavever, 2SLS loses its attractions.

When instruments are weak, researchers shouldd@8gS and turn to
alternative procedures for testing and estimatsmme econometric theorists even argue
that researchers should always forego 2SLS in fakatternative IV methods (Andrews,
Moreira, and Stock (2005) and Andrews and Stock$20 If one is planning on using
2SLS, one should first rule out weak instrumentss Bection reviews old and new
practices that ensure an analysis is unlikely tzwsmb to the pitfalls of weak
instruments.

The Virtues of Strong Instruments

The statistical virtues of strong instruments hlawveg) been understood. If
equation (1) is over-identified ¢ g) and the number of instruments is not large n&dati
to the sample size, strong instruments generalkentize finite-sample biases of 2SLS
small and inferences based on 2SLS’s asymptotimalodistribution and its estimated
standard error approximately valid (that is, thenmal sizes of tests are approximately
the true size) in moderately large samples. Eveharexactly identified casé q),
when the finite-sample mean of 2SLS doesn’t exigt ,estimator’'s median is equal to the
true parameter value, and inferences based on &3Id30 be approximately valid in
moderately large samples.
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The virtue's of 2SLS are always partially offsaidaare sometimes overwhelmed,
by 2SLS’s drawbacks. The non-existence of 2SLS’amie the exactly identified case,
and the non-existence of its variance wHemj = 1, mean that 2SLS can be wildly
wrong more often than we might anticip4ténd despite its consistency, 2SLS is
always biased in finite-samples.

2SLS'’s Finite-Sample Bias

A look at the finite sample bias of 2SLS pointsmtay weak instrument can
undermine the attractions of 2SLS. Simplifying dgues (1) and (2) and choosing
convenient units of measure fér andY: highlights the problems and loses no substance.

Assume there are no untroublesome explanatorsuatieq (1), so that, = 0 and
a2 = 0. Choose units of measure ¥arandY, such that Vag() = 1 and Varg) = 1. A
consequence of these variance assumptions ih#h&dvé;, i) equals the correlation
coefficient ofg; andu;, which we calp. Because the instruments4rare uncorrelated
with &, p also measures the degree to whigls troublesome, that is the degree to which
it is correlated with the disturbances in (1). Hinacall R’s population analog for the

reduced form equatidR?.°

Jinyong Hahn and Jerry Hausman show that, in gesiic simplified
specification, the finite-sample bias of 2SLS whery is, to a second order
approximation,

E(B°) -8 = % 3)

when the instruments are valid (Hahn and Hausm@®22>° Consonant with the
consistency of 2SLS, this bias goes to zer g®ws. This is unsurprising. More
attention-getting is the role & .>! The smaller the populatid®? from Equation (2), the
larger the finite-sample bias of 2SLS. A weak instent can cause a large finite sample
bias for 2SLS. With a very weak instrument, 2SL§mhbe seriously biased in even
quite large samples.

2 The nub of the problem is that the sample covariance betiveénstrument and the troublesome
variable - and therefore the numerator of the 2SLS estimator get very close to zero more easily than
can the variance of the troublesome variable that appedrs dehominator of the OLS estimator.

% Nelson and Startz (1990a,b) first showed that much dmildarned about the small sample properties of
IV estimation by focusing on such a simple case.

%0 For earlier, more general renderings of 2SLS’s finitepdarproperties when instruments are valid, see
Rothenberg (1983, 1984) or Phillips (1983). Whesiriments are weak, second order approximations can
prove to be poor approximations, but the substantiveeromemains the same (see, for example, HHK
(2004)).

*1 The role ofl is also worth noting. Many instruments make for a largétefsample bias in 2SLS. Many
instruments also bias downward the estimated standardoé28LS; wher is large relative to, 2SLS
suffers from a size distortion. This paper does not dsawethods for coping with many instruments; see
Hansen, Hausman, and Newey (2005) for one useful strategy.
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Hahn and Hausman also show that the ratio betwesefinite-sample biases of
OLS and 2SLS in this specification is

BiaS(ﬂ_LZSLS) 3 |
Bias(,BlOLS) TR )

As long asnR? is larger than the number of instruments, 2SLSahamaller bias than
OLS. Furthermore, because the right hand side)as @ways positive, 2SLS tends to be
biased in the same direction as OLS when therssiisge troublesome variable.

Because the population analog of Fretatistic for equation (2) is

nR?

the approximate bias of 2SLS can also be expressed

Biag 57°°) = ! 1_1ﬁ2 Biag5°"). (5)

'I'Iz|

Thus, when theR? in the reduced form equation is lo®, must be markedly greater
than one if the bias in 2SLS is to be substantiallyer than that of OLS. This
observation suggests that when ®i®f the estimated reduced form equation is low, we
should look to thé-statistic of the reduced form equation to deteemimether valid
instruments are, collectively, strong enough thathias in 2SLS is likely to be small
relative to the bias of OLS. James Stock and MotoYiogo provide critical values for
just such a test (Stock and Yogo (2005)). Wheretlaee untroublesome explanators in
equation (1), the appropriakestatistic is that for the null hypothesis that gaameters
on all of the instruments (the variableZinare zero in equation (2).

Charles Nelson and Richard Startz show that ttated variance of 2SLS is
generally biased downward in finite samples (Nelaond Startz (1990b)) and that the
bias can become quite large when the instrumeata/aak. Thus, weak valid
instruments are likely to distort the size of tdsised upon 2SLS - null hypotheses are
too often rejected because the estimated variaareg®o small. Unfortunately,
unbiasedly estimating the standard errors of tHeS2&timator is not enough to obtain
valid inferences from 2SLS when instruments arek#é&tock, Yogo, and Jonathan
Wright (SWY) show in a survey of weak instrumerdsaarch that weak instruments
make the asymptotic normal distribution of 2SLSoarmpapproximation to its finite-
sample distribution (SWY (2002)). It is importaantriote that the weak instruments

32 Improving the estimates of the standard errors can, fewevercome the size distortions that arise in
2SLS when the number of strong, valid instrumentarigd. See Hansen, Hausman, and Newey (2005).



25

problem is not just a small sample problem. Ins&nta can be weak in extremely large
samples (Staiger and Stock (1997)).

How, then, are we to cope with weak instrumentsef/ seriously bias 2SLS and
seriously distort hypothesis tests based on 2SLS?

A Formal Test for Weak Instruments

For analysts who wish to continue using 2SLS wihanis not bad practice, the
first step is determining whether the availabld@rumments are weak. The reduced-fdfm
statistic for valid instruments can tell us wheh.8Supports relatively unbiased
estimation and relatively valid statistical infecenStock and Yogo have computed the
appropriate critical values for thisstatistic. 2SLS is a poor estimation choice when t
instruments’ strength is in doubt. Therefore, befesing 2SLS, always conduct a Stock —
Yogo test® This test's use of aR-statistic highlights that weakness of an instrunign
less about individual instruments, per se, thauathee actual instrumental variable we
construct from those individual components. Hagtatistic used in a Stock-Yogo test
pertains to only the set of instruments — the etgmef Z - in the first stage of 2SLS. The
test statistic is thE-statistic for the null hypothesis that the coeéfits on the elements
of Z are all zero. When elements of equation (X)isector are included in the reduced
form equation, the Stock-Yogo weak instrument dests not constrain their coefficients,
only the coefficients of the elements of Z. Ondrun®ient weakly correlated with the
troublesome variable is not likely to lead to a kweestrument when there are other
instruments strongly correlated with the troublesorariable.

If the Stock-Yogo test rejects the null hypotheket the instruments are weak,
2SLS estimates are probably not much biased aedeinfe based on 2SLS is probably
valid. | say “probably” because pre-testing for we@sstruments changes the distribution
of the 2SLS estimates one examines. Stock and Da&radrews suggest foregoing 2SLS
altogether because they prefer to avoid the patigoitfalls of pre-testing (Andrews and
Stock (2005)). Nonetheless, long-time users of 28Ia$ prefer to use 2SLS when the
Stock-Yogo test indicates that their instrumenéssarong.

The theoreticaF-value (F ) required for valid inference with 2SLS is larglean
that required for unbiased estimation. Consequgtiitgre are two groups of critical
values in a Stock-Yogo test. The first group appla testing the null hypothesis that the
true significance level of hypothesis tests based3LS is below 10%, 15%, 20%, or

3 Cruz and Moreira (2005) note that the power of the S¥mme test varies from case to case and can be
low. Rejecting the null hypothesis of weak instrument®isegally reliable, but a failure to reject weak
instruments can sometimes reflect low power of the tesz &rd Moreira find indications of the variable
power of the Stock-Yogo test in Angrist and Kreugeospulsory education paper. In some of that
paper’'s 2SLS regressions with instruments that are weakdawgdo a Stock-Yogo test, 2SLS-based
confidence intervals are virtually the same as correspondirfglenoe intervals built with methods robust
to weak instruments, but for other such regressiop281.S intervals are moderately narrow even though
the robust intervals are infinitely wide. Since one can'éiheine which case one’s own results fall into,
2SLS should be avoided and robust procedures usedanvBertk-Yogo test does not reject the
instruments being weak.
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25% when the nominal level is 5%. The second gdugitical values applies for testing
the null hypothesis that the bias of 2SLS is greiditen 10%, 15%, 20%, or 30% of the
bias of OLS. The critical values depend on the nemalh instrumentd,

Table 1 replicates a subset of the critical vallmets from Stock and Yogo
(2005). These correspond to a null hypothesis edigr than 10% of the OLS bias and a
true size of greater than 10%. Notice that thecalitvalues when testing for undistorted
size are much larger than those applicable wheimgefor relative unbiasedness, and
they also rise more sharply with the number ofrumeents. When there are multiple
troublesome variables, the instruments appeaniaratreduced form equations. The
appropriate test statistic is not Bstatistic, but a Cragg-Donald statistic, whiclhis
multiple equation analog of tHestatistic>* See Stock and Yogo (2005) for the
additional critical values.

TABLE 1
SOME CRITICAL VALES FOR THE STOCK-YOGO TEST
OF THE NULL HYPOTHESIS THAT INSTRUMENTS ARE WEAK

=1 =2
bias >10% of OLS biag true signific. Level 4.0 bias >10% of OLS b?as true signific. Level>10%
when nominal level is 5% when nominal level is 5%
I
1 16.3 . .
2 . 19.93 . 7.03
3 9.08 22.30 . 13.43
4 10.27 24.58 7.56 16.87
5 10.83 26.87 8.78 19.45
6 11.12 29.18 9.48 21.68

| is the number of instrumentgjs the number of troublesome variables. When1, the test statistic is an
F-statistic. Wherg>1, the test statistic is the Cragg-Donald statistic.
Source: Stock and Yogo (2005)

Yogo compares the first stagestatistics in his 2SLS estimation of the
intertemporal elasticity of substitution to the &exogo critical values. He finds that in
his quarterly data, the real aggregate stock rasuso poorly predicted by the reduced
form equation that he fails to reject the null hyyesis that 2SLS estimates will be
seriously biased, nor does he reject the null hgms that 2SLS-based hypothesis tests
are seriously size distorted. He concludes that2Slinappropriate for estimating his
model with stock return data. Real interest ratesjever, prove predictable enough that
2SLS provides relatively unbiased parameter eséisydiut not undistorted t-tests.

The other applied papers summarized in this artda not have the benefit of
Stock and Yogo's critical values to check for waatruments, but many heeded the

% The Cragg-Donald statistic is available as an option im'Statreg?2.
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earlier counsel of Stock and Douglas Staiger tagsrcheck the first-stadgestatistic for
the instruments being zero to ensure that it iggda (Staiger and Stock (1997)). Prior to
Stock and Staiger, few papers reported the restfisst-stage regressions of 2SLS; six
of the nine papers reviewed here report first-stagalts, though only five of those report
the needed statistic.

In her study of test scores, Hoxby reports a Btage t-statistic in excess of 10
(F-statistic of 100) for her instrument based ongrises in a cohort’s size when
eligible for kindergarten, and an even higher redulorm t-statistic for her enrollment
surprise instrument. Her instruments are not weaisking whether public housing
leads to good outcomes for kids, Currie and Yelpweport a reduced form t-statistic of
4.14 on their sex-mix instrument in the CPS dateifTinstrument is not weaR.In their
study of education and democracy, AJRY do not rtefpst-stage regression results.

In his study of crime rates and incarceration, tte@ports reduced form p-values
less than .001 for the-test of zero coefficients on all of his instrungeriut with 10
instruments, that is not sufficient detail to asdas instruments. Sonfestatistics
corresponding to p-values below .001 reject théafulveak instruments whdn= 10;
others fail to reject it.

In their study of income growth and the risk of peaty expropriation, AJR’s
first-stage t-statistics on their instrument, mlitgiaates among settlers when the country
was first colonized, range from 2.0 to 4.0 acrbssrtspecifications. Unfortunately, the
lowest t-statistics, which would not lead us tecejhe null hypothesis that the
instrument is weak, arise when contemporary healtititions are added to the model. If
health conditions today and mortality rates wheoantry was first colonized are
correlated, omitting contemporary health conditiomaild bias 2SLS. We return to
AJR’s data below.

In their study of compulsory education, Angrist aréuger estimate the return to
education using several identification stratedie®ne, they just use quarter-of-birth
dummies. In others they interact those dummies dutinmies for year of birth and state.
In the most extensive set of interactions, theyl&instrumental variables. The F-
statistics in some of these specifications inditlad the instruments are weak, especially
in the cases of many instruments.

Yogo, AJR, and Angrist and Kreuger appear to heeak instrument problems.
2SLS estimates may be seriously biased in thesscasd inference based on the
estimated variance of the 2SLS estimates and thealalistribution are likely to be
invalid. What are we to do when our instrumentsveeak? Because the answer to this

3 Currie and Yelowitz overcome an unusual difficulty. T¥S contains no data on kids’ academic or
housing outcomes. It doesn’t allow the second stage db2Bkcennial census data track such outcomes,
but contains no data on public housing participationt dogsn’t allow the first stage of 2SLS. Both the
CPS and the decennial census contain the untroublesome exsamatahe instrument that Currie and
Yelowitz use. Currie and Yelowitz follow Angrist and Krue@&891) and construct second stage
instruments in the decennial census data using the redutegdéoameter estimates from the CPS data.
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guestion is more definitive when it comes to infexe, we turn next to inference with
weak instruments. We then turn to estimation.

Inference with Weak Instruments

The most common test in econometric modeling ermamihe null hypothesis that
a particular parameter takes on one specific véliges; = 1 . Marcelo Moreira has
developed a new two-sided test procedure for sypbtheses that is based on
instrumental variables. In two papers, Moreirac8t@nd Donald Andrews have shown
that this two-sided test procedure, called the $wded conditional likelihood ratio (CLR)
test is nearly optimal (in terms of its power) witla broad class of two-sided test
procedures for IV models, unless one has good peason for thinking one instrument
more salient than others (AMS (2005b) and Andremds Stock (2005)). AMS have also
developed a one-sided CLR test which they call CU&RS(2004))%¢3’

The CLR test retains its superiority whether trarimments are strong or weak.
AMS have also shown that that there does not arigtptimal one-sided test procedure,
but that in simulations the one-sided CLR test Igyeerforms about as well as the best
of other one-sided tests, whether instruments aakwr strong (AMS (2005a)). AMS
argue persuasively that The CLR test should beet$teof choice in IV applications.
However, longtime users of 2SLS may prefer to stttk standard tests when their
instruments are strong, despite the optimalityhefCLR test. If instruments are weak,
and there is a single troublesome variable, The €sRcertainly does seem to be the
right test procedure to us& How best to conduct inference about the coeffisieri a
subset from among several troublesome variables wistruments are weak remains an
open questiof.

How does The CLR test differ from an ordinary likeod ratio test? In a
standard Chi-square likelihood ratio test, thaaaltvalue for the test statistic is a fixed
number that does not change with the data in hamigl;degrees of freedom and the
significance level matter. But standard likelihaatio tests (and standard 2SLS Wald

% Frank Kleibergen independently developed a testing strateggly akin to Moreira’s (Kleibergen
2002)). Kleibergen has extended this approach to neasfimoment conditions, creating a conditional
GMM framework for inference with weak instruments (Kleiberg605a,b). Andrews and Stock speculate
that Kleibergen'’s tests has the good power properti€ Bf even when disturbances are heteroskedastic
or serially correlated.

37 Economists sometimes want to test whether a particular \a@igbkogenous. Moreira (2005) shows
that tests of exogeneity and tests of a variable’s coeffiarnintimately related. One ought not conduct
both tests. If we suspect a variable is endogenous and weonast a claim about its coefficient, we
should treat the variable as endogenous, rather than tiéstexgpgeneity and then estimating the
coefficient accordingly.

3 Andrews, Moreira, and Stock also offer heteroskedastiotiyst CLR tests and Autoregressive/
heteroskedasticity-robust CLR tests. These tests are alsst tobomitted instruments in equation (2),
which the plain CLR is not. A Stata command for impletimgnthe two-sided CLR test can be downloaded
from within Stata. The programs are at Marcelo Moreira’s Hdr\Véeb site.

3 Kleibergen (2004) offers a strategy applicable when theuiments for untested coefficients’ variables
are strong and the instruments for tested coefficients’blagare weak. Dufour and Taamouti (2005a,b)
also deal with this problem. | know of no packaged saftviar implementing these approaches.
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tests) suffer size distortions when instrumentsasak. Moreira overcomes the size
distortions in ordinary tests by adjusting theicait values so that for given data, the
critical values used yield a correct significaneeel - his critical values are
“conditioned”, not constant. Hence the name of Nfare test. Rather than a fixed critical
value for the likelihood ratio test, Moreira us@sagptly chosen “critical value function”
to obtain a critical value that yields in practibe declared significance level for the
test?® The standard Wald tests that we are accustomesirig in IV estimation can also
be “conditioned” to correct their sizes, but th@tsided CLR test proves to be more
powerful than those conditioned Wald tests, andiabs powerful as a test can be absent
prior information about which instruments are gautérly good to rely on. Furthermore,
the one-sided CLR test proves generally superitheémne-sided Wald te&t.

Yogo uses the CLR test in studying the interterapelasticity of substitutiony.
Yogo is not the first economist to estimate thetddy of intertemporal substitution
using lagged economic variables as instrumentsekample, Hall also regresses the
growth in consumption on the real interest ratesiimatey (Hall (1988)), and Lars
Hansen and Kenneth Singleton estimate the reveggegssion, with the real interest rate
as the dependent variable and the growth in consomas the explanator to obtainy1/
(Hall and Singleton (1983)). These two regressigoreaches have created a long-
standing puzzle: Regressions of consumption grawtthe interest rate tend to yield
small2SLS estimates af, but the reverse 2SLS regressions inlalge estimates oj.
Consequently, the range of plausible estimatesltds been large. Yogo uses the latest
IV techniques to resolve this puzzle.

In the reverse regression, consumption growthagrbublesome variable. Yogo
finds that consumption growth is very hard to pecedithe instruments are very weak in
the reverse regression. 2SLS is quite biased ite fsamples, and inferences based on
such 2SLS estimates are invalid. In contrast, Yiogds that interest rates are somewhat
more predictable — the instruments are less weakgressions of consumption growth
on the interest rate. 2SLS is relatively unbiasethe direct regressions, but t-tests based
upon such 2SLS estimates remain invalid. Yogo tlee€LR test because of its power
and its robustness to weak instruments. Yogo rejbet null hypothesis that=1. The
robustness of The CLR test to weak instruments smakgo’s test result more credible
than the findings of earlier analysts.

Kleibergen (2002) and Staiger and Stock (1996) lsaadyzed the quarter-of-
birth and earnings data of Angrist and Kreuger gigistimators robust to weak
instruments. Those studies find that the 2SLS edtin used by Angrist and Kreuger
sometimes provided confidence intervals that wemehmoo narrow.

Estimation with Weak Instruments

“0When the number of instruments is large relative to thebeuwf observations, The CLR test (and
others) becomes size distorted, though it still retasngaod power properties relative to other test
procedures.

“1 While Moreira’s two-sided CLR test is about as good asan do, the one sided CLR test is sometimes
dominated by other conditioned tests.
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Econometric theorists agree that 2SLS is a pdonason strategy when
instruments are weak. Point estimates and confelenervals based on 2SLS are likely
to be misleading. The point estimates might suf@arsiderable bias and the estimated
confidence intervals are likely to be too narrow.

The best strategy for constructing a confidenterval for the coefficient of a
lone troublesome variable is to construct it frorar®ira’s two-sided CLR hypothesis
testing procedure: build a ¢)-confidence interval as the set of coefficienuesl that
would not be rejected in The CLR test at éHevel of significancé? Because Moreira’s
two sided CLR test’'s power is about the highestragrtovo-sided tests, the resulting
confidence interval is about as narrow as a)(IV-based confidence interval could be.
How to build valid confidence intervals when thare multiple troublesome explanators
remains an open question.

Yogo reports CLR-based confidence intervals ferititertemporal elasticity of
substitution. Consonant with Yogo’s finding that &Sis approximately unbiased when
applied to the direct regressions of consumptiawgn on the interest rate, the CLR-
based confidence intervals contain the direct s=joa 2SLS estimate ¢fin each of
Yogo's eleven countries. The biased characterefélrerse regression 2SLS estimates is
exposed sharply in that the estimateg aihplicit in the reverse regression 2SLS
estimates are excluded from the CLR-based confaertervals fory. The long-standing
puzzle was due to 2SLS being applied with weakumnsénts.

Several well-known estimation procedures have gmawe have poor qualities as
IV estimators when instruments are weak. Both 28h& limited information maximum
likelihood estimation (LIML) can perform poorly whénstruments are weak. LIML’s
chief problem is that it far too often yields widivrong parameter estimates when
instruments are weak; the problem stems from LIMatk of finite moments. 2SLS
simply ought not be used when instruments mighveak.

In 1977, Wayne Fuller proposed estimators that frestiLIML to obtain finite
moments (Fuller (1977)). Fuller's estimators difféfrom one another by a paramegter
a> 0. Two of Fuller’'s estimators have become paléidy popular, those wita =1 ora
= 4. Whena = 1, Fuller’s estimator is approximately unbiaséthena = 4, Fuller’s
estimator is biased, but its mean square erresis than whea = 12 Both of these
Fuller estimators have proven to perform reasonadely when used for point estimation,
even when instruments are wédRheorists are increasingly endorsing Fuller’s
estimators as better choices than 2SLS when sephkintjestimates, especially when

2 A Stata command that builds confidence intervals from thestded CLR test can be downloaded from
within Stata; the algorithm is from Mikusheva (2005). Mikeva’s program is at Marcelo Moreira’'s
Harvard Web site. If the disturbances in equation (1) eterbskedastic or serially correlated, then
heteroskedasticity and serial correlation robust versiotteedLR test should be used to build confidence
intervals.

*3Hahn, Hausman, and Kuersteiner (2003).

**The Fuller estimators are available within Stata’s ivreg2ncan.



31

instruments are wedR.However, some econometricians (Anderson, Kunitcand,
Matsushita (2005), Angrist and Kreuger (1991)) supghe limited information
maximum likelihood estimator (LIML) because its natis approximately equal to the
coefficient of interest. (Fuller's estimators aradand mean-square-error corrected
versions of LIML.) When a model is exactly ideradi, LIML and 2SLS are equal.

AJR’s 2SLS estimates of the coefficient on the askxpropriation in their
model of countries’ incomes range from 0.55 to 1with the smaller values arising
when current health conditions are included inrtioelel. Fuller estimates of that same
coefficient range from 0.49 to 1.11 across thatesapan of specifications.

Using the Weak to Uncover the Strong

Like the CLR test, an Anderson-Rubin statistic darson and Rubin (1949)) can
be used to test robustly the hypothesis that thébtesome variable does not matter. In
general, the CLR test dominates the Anderson-Rugisinfor this purpos&. The
Anderson and Rubin statistic can also provide asbtest of over-identifying
restrictions. Unlike other tests of over-identifyirestriction, the Anderson-Rubin test is
robust to weak instruments.

When, at the significance leve] this Anderson-Rubin test rejects the hypothesis
that none of the over-identifying variables beloamgquation (1), the CLR software
reports an empty Anderson-Rubing)leonfidence interval for the troublesome
variable’s coefficient. For example, in AJR’s ddtea regression in which the dependent
variable is the log of real 1995 income, and thelaxators are their measure of
expropriation risk and a 1994 index of malariatfe country, using as instruments early
settler mortality plus dummy variables indicatihg tountry’s continent results in an
empty Anderson-Rubin confidence interval wlaen .05. If we believe the early
mortality rate is a valid instrument, the condifibAnderson-Rubin test reveals that one
or more of the continent dummies belong in the iIne@quation.

When AJR were writing, little was known about hawcbnduct inference and
estimation in the face of weak instruments. Withdsight, we know, as noted earlier,
that some of AJR’s estimations suffered from wewtruments. Here we find that recent
advances in technique provide a sounder basisiéocdnclusions reached in AJR. AJR’s
data on income growth and expropriation risk imfer colonies provides a fine
opportunity for using the Anderson-Rubin test oéoeidentifying restrictions. In these
data, a weak instrument with arguably good validityables us to resolve whether a

> For example, Andrews and Stock (2005) and Hahn, Hausmalusdteiner (2003). Hansen, Hausman,
and Newey show that using Fuller's estimator and Beklestimated standard errors largely shields
Fuller's estimator from biases that can arise when there amg imstruments (HHN (2005)., Bekker
(1994)).

“ In the case of an exactly identified equation, the AndersdrirRest is equivalent to the CLR test. It is
when the equation is over-identified that they differ.

7 AJR test the exogeneity of early settler mortality, céowiétl on one or another other instrument being
valid, but they do not use the AR test.
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much stronger instrument of more questionable iglid, in fact valid. Moreover, in
these data, there is a need for a stronger instryyrae we shall see.

With expropriation risk, continent dummies, and 1984 malaria index in AJR’s
income equation, a standard 2SLS t-test of a zeefficient on the expropriation risk
variable in AJR’s income equation yieldp-&alue of 0.249; on that basis we fail to
reject the null hypothesis of no effect of exprapan risk on income. The CLR test,
which was not available to AJR, yieldp&alue of 0.021 for that same hypothesis, so
based on this more powerful test, we do rejechtiiehypothesis of no effeét.

Unfortunately, the result of the CLR test when amemnt dummies appear in
AJR’s income equation is less simple than it magtfirst seem. The estimated 95%
confidence interval for the 2SLS estimator in thaecification is [-0.97, 3.68], which is
probably too narrow because of the downward bidkerestimated 2SLS standard error.
The estimated 95% confidence interval based onClltie test is the union of two
disjoint sets: [;0,-0.34] and [0.44,+0]. In this instance, The CLR test rejects small
effects of expropriation risk on income, but regeceither large negative effects nor large
positive effects. This result is disquieting toghmf us accustomed to convex confidence
intervals. How does it come about, and how mighteweid it?

First, how can disjoint confidence intervals oceulV estimation? The problem
is rooted in the appearance of the covariance leetiee instrument and the troublesome
variable in the denominator of the 2SLS estima@egin with an extreme case in which
the population covariance between the instrumeatla@ troublesome variable is, in fact,
zero, in a bivariate model with a single troublesa@m®planator. With no instrument
correlated with the troublesome explanator, theagqn is under-identified. In this case,
a CLR-based confidence interval will tend to be, [+w0] — we can’t identify any one
slope value as more likely than any other. As veeeronly slightly away from a zero
covariance between the instrument and the trouiriesa@riable, it sometimes happens
that larges, values can’t be excluded, because they, like thedlstanominator of the
2SLS estimator, give rise to estimategpthat are large in magnitude. In some of these
cases of weak instruments, there is a range oésahat can be rejected. The AJR data
give rise to such a case.

How might we overcome such an outcome? The AJRalka for one
successful strategy. Adding a stronger instrumethié model will sometimes narrow the
CLR confidence intervals. Can we use the weak esmtiyer mortality rate to uncover a
stronger additional instrument? Yes, we can. Tlogp@rtion of the population who are of
European descent in the country in 1900 is anatheable in the AJR data set. Might
this variable serve as an additional, potentigigreger, instrument for the risk of

“8 Chernozhukov and Hansen (2005) also note that AJR’s inetriis weak. They propose an alternative
hypothesis testing procedure robust to weak instrumeaitseties on the reduced form equations.

9 A strong prior about the sign of the coefficient beininested can resolve some of the uncertainty
associated with a disjoint confidence regiora jfriori we exclude negative values féy; for example, it
becomes irrelevant that the confidence region contains laggdive values fof;, as well as large positive
values.
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expropriation? Maybe yes, and maybe no. Glaesat, abte that early settlers might
have brought with them human capital that spurreavth (Glaeser, et al. (2004)). If this
were the case, the proportion of the populatioBwbpean descent in 1900 might belong
in the model as an explanator that reflects thergis early level of human capital. In
this case, that variable would not be availablarasstrument. But perhaps the
proportion of early settlers of European desced900 is not needed as a variable in the
1995 income equation. In that case, the 1900 papuolaroportion of European descent
would be available as an additional instrument.

Can we use the early settler mortality rate insgatnwhich plausibly identifies
the income equation once current health conditamtsearly human capital are
controlled for, to test the validity of the 190®portion of the population of European
descent as an instrument that might prove strotinger early settler mortality? Can we
safely exclude the 1900 European population pragoftom the income equation,
which would make it available for use as an insgnt? We can. The Anderson-Rubin
test fails to reject the null hypothesis that theportion of the population of European
descent in 1900 variable is not a variable in ®@5lincome equatiotf.

Using both the early settler mortality rate andgh&portion of the population of
European descent in 1900, the CLR test yields a &fidence interval of [.37, 1.32].
Thep-value for the null hypothesis of no effect of expriation risk on income is .0002
according to the CLR test. Does using both instnisievercome the weak instruments
problem? No. The first-stade statistic for these two instruments is 14.92. e
instruments together are much stronger than tHg emrtality rate alone, but they still
risk considerable size distortion if used with 2SI 8e first stagé-statistic is, however,
large enough to reject the claim that 2SLS’s fiséenple bias is more than 10% that of
OLS. The 2SLS estimate of the effect of expropiatisk on income is 0.60; the Fuller
estimates are 0.62 wher1 and 0.56 whea=4.

The Anderson-Rubin test of over-identifying restans proves a useful tool. Not
only can it assess the validity of multiple weagtinments, but when there is a weak
instrument that is likely valid, the test can eraln$ to check the validity of stronger
potential instruments whose validity is in doubt.

Weak and Invalid Instruments

As with 2SLS'’s finite sample biases when instrutaeme valid, 2SLS’s biases
when the instruments are invalid are exacerbateallbw populatior¥? in equation (2).
Hahn and Hausman (2005) shows that under the $yimgliassumptions made for
equation (3), if instruments are invalid, the asyotip bias in 2SLS is

0 AJR performed a related robustness check for the validityeofarly settler mortality rate instrument. In
one specification, they included the 1975 proportion afumtry’s population that was of European

descent. The risk of expropriation variable’s coefficient reedisignificant in that specification. Note

that the validity of the early settler mortality rate instemindoes not resolve questions raised by Glaeser, et
al. about whether the risk of expropriation is a good nmreasfugovernment institutions, per se.
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Cov(¥,¢)
R?var(Y)

The appearance d&? in the numerator magnifies the effect of any cimrere between

the instrument and the disturbanceR# is very small, as can happen with weak
instruments, 2SLS can be seriously biased by ewnadl correlation between the
instrument and the disturbance. Consequently, westkuments require particular care to
establishing the validity of instruments — “almosélid may not do.

This observation has implications for an argumemetimes made when lagged
variable values are used as instruments. The amgumanplicit above in “perhaps we
are confident in AJRY’s study that the levels ofmberacy at long lags are uncorrelated
with the disturbances, and our sole worry is whethe levels at shorter lags are actually
uncorrelated with the disturbances.” Analysts samet use longer lags of potential
instruments on the supposition that the longer tagace the possible correlation
between the instrument and the disturbances intieque). However, if, when a longer
lagged variable is made the instrument, the comaeaf the instrument with the
disturbances of equation (1) doesn't fall relatjvelore tharR?, then using a longer
lagged instrument doesn’t decrease 2SLS’s bias;rieases it. Because more distant lags
are more likely to be weakly correlated with theutslesome variable, using distant lags
increases the prospect that any source of invgaliditen small ones, in the instrument
threatens to undermine 2SLS. Consequently, thernasde for the validity of multiply
lagged \é?riable values as instruments must be edlyestrong for 1V results to be
credible’

4. Interpreting IV estimates

Interpreting instrumental variables results canum@gsome care. The
consequences when such care is not taken canyae ugl

When Hoxby reconciles her finding of small andistatally insignificant effects
of class size on test scores with findings of laeféects in an education experiment, she
notes: “One might attribute some of the differemmcthe results to the necessarily
transitory nature of population variation (from teachers’ not students’ point of view)”
(Hoxby (2000), p. 1281). Unpacking this observatwimgs into sharp relief a potential
pitfall of IV estimation: if economic agents aredm@geneous in how they respond to a
troublesome variable’s value, IV estimation mayuslabout an atypical group’s
behavior.

*LIn a related vein, when many lags of numerous variablesarkas instruments, the degree of over-
identification can grow large relative to the sample size. hpriany instruments increases the finite
sample biases of both the coefficient estimates and their estirsiaindard errors of 2SLS. Hansen,
Hausman, and Newey (2005) provide guidance for better estimahen there are many instruments.



35

Suppose that class enrollments have both “permaaadttransitory components,
so that total enrollment = X + X', whereX’ is the permanent enrollment (or enrollment
expected by the teacher) axllis transitory enrollment (or the surprise in elmeint).
Assume the two components of enroliment are stzlt independent of one another.
Further suppose, contrary to Hoxby, that teachesgand quite differently to the two
kinds of enrollment. For example, perhaps when peent enroliment changes, teachers
adjust to the changed circumstance in some opfesaion (because they expect that
investments in changing will yield returns for sopears to come), but maybe when
transitory enrollment changes occur, the teachersodl adapt. In this scenario, the
relationship between test scor¥sand enrollments might be

Y =0+ X" + prX' + ¢,

with g, distinctly different fromp,. (Hoxby argues that these two effects are not much
different from one another, so responses to enesitrare not, in fact, very
heterogeneous. It is instructive, however, to abersine heterogeneous case, as Hoxby
cautions us to.)

We could envision an effect on performance ofltetaollment,X, above and
beyond the effects of” andX, in which case we could write

Y =fo + piX + X + prXT + u. (6)

It is instructive to consider the case in whihX* andX" are all contemporaneously
uncorrelated withu. Unfortunately, equation (6)’s slopes are not tdiexd because the
explanators are perfectly collinear. To identifg #quation, let's suppose we know that
1 equals zero.

In practice, an econometrician will ordinarily ebge total enrollmentX, not its
componentsX” andX'. Consequently, the econometrician will, like Hoxbgtimate

Y =fo+p1X + v,

wherev = pX" + prX" +u. The OLS estimator ¢f; converges in probability to

T

o+ 07

2
_9r
o+ 07

plim(5>) = 5, + 5

where ther's refer to the variances of” andX', respectively>? Thus, we find that when
X'is contemporaneously uncorrelated witffOLS applied to a Hoxby-style regression

®2 The omitted variablex” andX" bias the OLS estimate Bf (which equals 0 by assumption). The
omitted variables bias will be

p”m(lBlOLS) -0= IBPVAP + :BT};T'
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consistently estimates a weighted averagé @indgy. If fp = S, there is no problem
with the OLS estimates. If the two coefficients anequal, but the variance Xf is
much larger than that &' across the schools and years in our populatiem @LS
applied toX yields a slightly biased estimator fg.

What happens if we follow Hoxby and uXEas an instrument fof in the
regression of test scores on total enrollm&nfhe instrument is uncorrelated with both
BeX" anduin the disturbance, but it is correlated wiX". Consequently, the
probability limit of this IV estimator of; is f1.>*

Thus, the linear IV estimator of the effect of taarollment on class size is equal
to the effect of transitory changes in enrollmeamigl is unrelated to the effect of
permanent changes in enroliment.

If B, andfr differ, OLS and IV will estimate different effeat$ enrollments on
test scores — and the IV estimator may not estithaeffect of interest to policy makers.
As James Heckman, Sergio Urzua, and Edward Vyf(eitilV) write, “in a
heterogeneous response model, there is no guathatd® is any closer to the
parameter of interest than OLS” (HUV 2004, p. 2).

A rewritten equation (6) helps generalize from bigs model. Consider
Y=4+[Bn+BA-m)| X+ =B+[ X +y (6)

wherer; = X.” / X, . Equation (6’) expresses Hoxby’s model as a randoefficients

model. The mean of th# in the population is called the “average partféde of X in
the population.” Other weighted averagegaire called “local average partial effects”.
In general, when agents’ responses to a troublesaneble are heterogeneous, IV
estimation can yield a different average of théized coefficients than OLS would — IV
estimation may consistently estimate a local aveggtial effect, and not the average

wherepP is the coefficient obtained by regressing the omitted varidbbn the included variabl&, and

}?T is the coefficient obtained by regressing the omitted vieridbon the included variabl&. These

regressions aX’s components oX are regressions of the components on a mis-measuregdrvefsi
themselvesX). The true coefficients are one, but attenuation bias edllice each from one:

; a? - o?
P T !
o+ 07 g+ 07

3 Hoxby actually uses an estimateXdf but for simplicity, | assume she usésitself,.
54

pIim(%Z X' B XT) B ,Brplim(%z x' xT) B
pIim(%Z X" x) B pIim(%Z x"(xP + XT) B

% See Wooldridge (2002).

plim(B"Y) =+
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partial effect in the populatiofi.When agents’ responses are heterogeneous, caréenus
given to interpreting whose average response Iivhasibn consistently estimatas.

Sometimes a local average partial effect is noetfect we seek. Other times it is
the effect we seek. For example, consider Hoxbyskveon peer effects. Recall that
Hoxby noted that surprises in enroliments are ttansfor teachers, but not for students.
In particular, students in a cohort with a surmgdy large number of girls in their class
one year are likely to have a large number of giriheir class the next year, too.
Hoxby’s IV estimates of peer effects consistenfliireate the effect of persistently
having more girls or fewer girls across severatyeRolicymakers considering all girl
and all boy classes might be interested in precibel local average partial effect
uncovered in Hoxby’s work.

This same concern arises in Levitt's work. Lesiitistrumental variable
estimates probably tell us much about the effestsrone rates of policies that reduce
prison populations in a fashion much akin to treuctions made when overcrowding
lawsuits are filed. Levitt's estimates are mucls lidsely to be informative about the
effects of releasing a markedly different subseiridoners — in the extreme, for
example, a program that replaces incarceration pvithation for all sexual predators is
apt to affect crime rates quite differently tharvitiés estimates would suggest. In brief,
IV estimates are most reliably about policies ¢éiast to us when the quasi-
experimental treatment that the instrument defis@sost like the real-world policy we
envision.

Angrist and Krueger are quite conscious of thetogfeneity issue in their study
of compulsory education. Their sample is the methén5% Public Use Micro Sample
from the 1980 U.S. Census, but they assert thatfteet of education on earnings
estimated by their earnings equation is the efitcompulsory schooling on men’s
earnings — not the more general effect of educatioearnings in the whole population
of men. This is because “Two-stage least squar8k{J estimates are used in which the
source of identification is variation in educatibiat results solely from differences in
season of birth — which, in turn, results from #fiect of compulsory schooling laws.”

(p. 981)

The estimation of local partial effects has aris@st often in the context of
program evaluations. In that context, local paeiécts are called “local average
treatment effects (LATE)” (Imbens and Angrist (1994

*When the troublesome explanator is correlated with theorarmbefficients, as in the Hoxby example,
OLS is unlikely to consistently estimate the average partieteifi the population. In the Hoxby example,

OLS does not converge in probability to the meapypfvhich is 5,71 + 5, (1— 71) , where 71 =E(m;).

" In section 2, one strategy for assessing instrumentstyalids to ask whether several instruments give
the same estimate. In the context of heterogeneous respasessttuments uncorrelated with thén
equation 6’ might identify different local average effectsvdfbelieve the two instruments weight
observations markedly differently from one another, ggtimilar coefficient estimate from them used
separately would indicate that the variance in responses @rget |
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In KLK’s analysis of the Moving to Opportunity (MJ) experiment’s effects on
the youths’ arrests, KLK estimate expected arr@gjaation (3)) using the youth’s status
as experimental or control as an instrument. Se@iargues that experimental status is a
valid instrument in this example. What are the egiences of heterogeneous responses
of youths to moving in this case? If the effectising a voucher on youths’ expected
number of arrests varies across youth’s, the 2Sttighation measures the average effect
of a voucher on those youths whose household ugegcher in the experiment, but
would not have used a voucher in the absence oflai experimental household. The
average effect for these youths need not be thegeeffect across all youths; it is in
this sense that the estimated local average afféltcal”. If our policy interest is in the
average effect of requiring all households to umechers, the estimated effect may not
be not the effect of interest to us. Indeed, if poiicy plan is to spread voucher use to
any group different from the group who were indut®dse vouchers in the MTO
experiment, the estimates in KLK may not be infaiiuea However, to the extent that we
believe the experiment induces voucher use byahessort of people as will be induced
to use vouchers by our planned policies, the KL¢al@average treatment effects do tell
us what we want to know.

The local average treatment effect model exptbesfact that both the
troublesome variable and the instrument are dumaniables to clarify what the
instrumental variables estimator actually estimatassistently. The Hoxby example
similarly simplified the structure of the problem &ssuming just two parameters of
interestSp andfr, that give a known structure to the random coefifits. Joshua Angrist,
Guido Imbens, and Katherine Graddy (AIG) show im ¢bntext of supply and demand
that some such structure is needed — as is cllvidyt what it is that we want to estimate
— to make sense of instrumental variables estirmatben responses of agents are
heterogeneous (AIG (2000).

Heckman and Vytlacil have extensively analyzedesting heterogeneous
responses are in the contexts of program evaluatidreturns to education (Heckman
and Vytlacil (2005)); key papers have been co-aetthavith Pedro Carneiro and Sergio
Urzua (CHV (2005) and HUV (2004)). These paperslasjze that when individuals
respond heterogeneously, it is essential that weldae what average or marginal effect
we want to estimate. Heckman and Vytlacil explohew|V estimation can — and
cannot! - identify the effects of interest and eksarin detail the case in which the
troublesome variable and the heterogeneous respoaseterdependent (Heckman and
Viytlacil (2005)). A test for such interdependenséni HUV (2004)>®

If responses are heterogeneous, the interpretatigjections in classic over-
identification becomes ambiguous. Over-identificatiests reject the validity of over-
identifying restrictions when the several instrumseyield significantly different
estimates of a troublesome variable’s parametersiguificantly different IV estimates
might result from instruments that identify diffatdocal average effects. This is an
important consequence of a theorem first provetiiyens and Angrist (1994).

%8 The Web sitéattp://jenni.uchicago.edu/underigbntains documentation and a file with Fortran code for
implementing the treatment effects estimation procedures &f 2004).




39

Consequently, rejections in over-identificationi$esre ambiguous: they might reflect
invalid instruments or they might indicate hetemggus responses.

This paper began with seven steps to take wheig asinnstrumental variable.
The lesson of this section is that two steps shprédede using an instrumental variable:

I. If you anticipate heterogeneous responsesg economic agents, ponder
deeply whose responses and what kinds of respansas economic interest. Whenever
possible, model the responses to facilitate sudgments.

ii.  Seek instruments that will expose the reses that are of economic interest.

In the words of HUV (2004, p.2): “In a model witesential heterogeneity,
different instruments, valid for the homogeneowsponse model, identify different
parameters. The right question to ask is “whatmpatar or combination of parameters is
being identified by the instrument?”, not “whathe efficient combination of
instruments for a fixed parameter?”, the traditlansestion addressed by
econometricians.”

5. Conclusion

IV estimation can be a powerful tool for overcogqmases that arise in OLS
when a troublesome explanator is contemporaneawosiglated with the disturbances.
However, a promising instrument does not removentges for carefulness in empirical
analysis. Establishing an instrument’s validity aelvance, coping with the possibility
that an instrument is weak, and deciding whethetdbal effect estimated by IV
estimation is the effect sought, all require imagjion, diligence, and sophistication. The
task is especially hard when instruments are weatause weak instruments are
particularly vulnerable to being cripplingly baditevery IV analysis must worry
whether the instrument selected is an appropria¢efar estimating the effects of
economic interest. The barriers to Archimedes nptire world were more daunting
than the challenges facing IV estimation, but theapgarison remains apt.
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